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The precise mechanisms by which the information ecosystem
polarizes society remain elusive. Focusing on political sorting in
networks, we develop a computational model that examines how
social network structure changes when individuals participate
in information cascades, evaluate their behavior, and potentially
rewire their connections to others as a result. Individuals follow
proattitudinal information sources but are more likely to first hear
and react to news shared by their social ties and only later eval-
uate these reactions by direct reference to the coverage of their
preferred source. Reactions to news spread through the network
via a complex contagion. Following a cascade, individuals who
determine that their participation was driven by a subjectively
“unimportant” story adjust their social ties to avoid being mis-
led in the future. In our model, this dynamic leads social networks
to politically sort when news outlets differentially report on the
same topic, even when individuals do not know others’ political
identities. Observational follow network data collected on Twitter
support this prediction: We find that individuals in more polarized
information ecosystems lose cross-ideology social ties at a rate
that is higher than predicted by chance. Importantly, our model
reveals that these emergent polarized networks are less efficient
at diffusing information: Individuals avoid what they believe to
be “unimportant” news at the expense of missing out on subjec-
tively “important” news far more frequently. This suggests that
“echo chambers”—to the extent that they exist—may not echo so
much as silence.

echo chambers | social contagion | political polarization |
news media | social media

By standard measures, political polarization in the American
mass public is at its highest point in nearly 50 y (1). The

consequences of this fundamental and growing societal divide
are potentially severe: High levels of polarization reduce policy
responsiveness and have been associated with decreased social
trust (2), acceptance of and dissemination of misinformation
(3), democratic erosion (4), and in extreme cases even vio-
lence (5). While policy divides have traditionally been thought to
drive political polarization, recent research suggests that politi-
cal identity may play a stronger role (6, 7). Yet people’s political
identities may be increasingly less visible to those around them:
Many Americans avoid discussing and engaging with politics and
profess disdain for partisanship (8), and identification as “inde-
pendent” from the two major political parties is higher than at
any point since the 1950s (9). Taken together, these conflict-
ing patterns complicate simple narratives about the mechanisms
underlying polarization. Indeed, how macrolevel divisions relate
to the preferences, perceptions, and interpersonal interactions of
individuals remains a significant puzzle.

A solution to this puzzle is particularly elusive given that many
Americans, increasingly wary of political disagreement, avoid
signaling their politics in discussions and self-presentation and
thus lack direct information about the political identities of their
social connections (10). However, regardless of individuals’ per-
ceptions about each other, the information ecosystem around
them—the collection of news sources available to society—

reflects, at least to some degree, the structural divides of the
political and economic system (11, 12). Traditional accounts of
media-driven polarization have emphasized a direct mechanism:
Individuals are influenced by the news they consume (13) but
also tend to consume news from outlets that align with their pol-
itics (14, 15), thereby reinforcing their views and shifting them
toward the extremes (16, 17). However, large-scale behavioral
studies have offered mixed evidence of these mechanisms (18,
19), including evidence that many people encounter a signifi-
cant amount of counter-attitudinal information online (20–22).
Furthermore, instead of directly tuning into news sources, indi-
viduals often look to their immediate social networks to guide
their attention to the most important issues (23–27). There-
fore, it is warranted to investigate how the information ecosys-
tem may impact society beyond direct influence on individual
opinions.

Here, we examine media-driven polarization as a social pro-
cess (28) and propose a mechanism—information cascades—by
which a polarized information ecosystem can indirectly polarize
society by causing individuals to self-sort into emergent homoge-
neous social networks even when they do not know others’ politi-
cal identities. Information cascades, in which individuals observe
and adopt the behavior of others, allow the actions of a few indi-
viduals to quickly propagate through a social network (29, 30).
Found in social systems ranging from fish schools (31) and insect
swarms (32) to economic markets (33) and popular culture (29),
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information cascades are a widespread social phenomenon that
can greatly impact collective behavior such as decision making
(34). Online social media platforms are especially prone to infor-
mation cascades since the primary affordances of these services
involve social networking and information sharing (35–38): For
example, users often see and share posts of social connections
without ever reading the source material (e.g., a shared news
article) (39). In addition to altering beliefs and behavior, infor-
mation cascades can also affect social organization: For instance,
retweet cascades on Twitter lead to bursts of unfollowing and
following activity (40) that indicate sudden shifts in social con-
nections as a direct result of information spreading through the
social network. While research so far has been agnostic as to the
content of the information shared during a cascade, it is plau-
sible that information from partisan news outlets could create
substantial changes in networks of individuals.

We therefore propose that the interplay between network-
altering cascades and an increasingly polarized information
ecosystem could result in politically sorted social networks, even
in the absence of partisan cues. While we do not argue that this
mechanism is the only driver of political polarization—a com-
plex phenomenon likely influenced by several factors—we do
argue that the interplay between information and social orga-
nization could be one driver that is currently overlooked in
discussions of political polarization. We explore this proposi-
tion by developing a general theoretical model. After presenting
the model, we use Twitter data to probe some of its predic-
tions. Finally, we use the model to explore how the emer-
gence of politically sorted networks might alter information
diffusion.

Model Description
Population. We model a population of N individuals living on
an undirected network A= [aij ]of average degree k�N , where
aij = aji ∈{0, 1} represents the absence or presence of a social
tie between individuals i and j . Each individual has one of
two possible fixed political identities, L or R. Importantly, how-
ever, individuals do not know the identities of others. Since
people in the model are more likely to pay attention to news
sources that match their political identity (14, 41), we assume
that an individual’s identity determines which of two exoge-
nous information sources (e.g., media outlets), ML or MR,
the individual cares about: L (respectively, R) individuals pay
attention only to information source ML (respectively, MR).
However, we assume that, for various reasons (e.g., inattention,
browsing a social media newsfeed), individuals do not always
tune directly into the media source, but rather they obtain
information (and decide how to react to it) via their social
contacts.

In response to information, whether it comes directly from the
news source or from a social contact, an individual i can either
react and become activated (xi = 1), e.g., express concern or dis-
content, protest, etc., or not (xi = 0). To decide how to respond,
an individual uses an internal, fixed response threshold θi . Fixed
response thresholds are commonly used to model collective
social behavior (42, 43), including cascades (30). Thresholds in
our model are drawn at random from the interval (0, 1), to
account for heterogeneity among individuals in their propensity
to react to information.

Media. Every round, each of the two media sources reports on
the same story but with possibly different significance or inten-
sity s ∈ (0, 1), with values near 0 signaling low importance and
values near 1 signaling high importance. Thus, we assume that
media sources are reporting on the same topic at the same time
but may vary in their respective coverage. This assumption is
consistent both with public opinion studies that suggest consider-
able partisan convergence on the overall importance of top issues

(44) and with empirical evidence of US news coverage suggest-
ing that news sources’ topic selections tend to be fairly similar
(45). While these counterintuitive findings describe general ten-
dencies, exceptions—for example, lopsided coverage of partisan
scandals (46)—illustrate that when intensity of coverage does dif-
fer, it can (but does not always) reflect underlying differences in
political slant.

The two media sources are correlated by γ ∈ [−1, 1], which
gives the average degree of similarity in their coverage, ranging
from highly similar (γ≈ 1.0) to highly dissimilar (γ≈−1.0). To
simulate the correlated coverage of a story, sL and sR are drawn
from a multivariate normal distribution N (0, Σ), where Σ is the
covariance matrix with entries Σ12 = Σ21 = γ and Σ11 = Σ22 = 1.
We then normalize sL and sR on the interval (0, 1) using a
cumulative distribution function.

While we discuss the simplest interpretation, in which ML and
MR each represent an individual news source, research shows
that people tend to be news omnivores and consume news from
multiple sources (22). Therefore, one could imagine that ML

(respectively, MR) represents a set of news sources that some-
one with political identity L (respectively, R) tends to consume
and that generally has similar coverage (e.g., New York Times,
Washington Post, and Los Angeles Times).

Cascade Dynamics. Every round, a small fraction of randomly
chosen individuals sample their corresponding media sources
and respond using their thresholds: An individual becomes acti-
vated only if the significance of a story exceeds the individual’s
threshold. Otherwise, the individual remains inactive. Thus,
individual behavior in response to media coverage follows the
dynamic

xi =

{
1 if s >θi
0 if s ≤ θi .

[1]

Because motivations behind engagements tend to be obscured by
social media platforms’ aggregation of social cues (47), activation
in our model does not assume a particular valence (positive or
negative reactions). However, without much loss of generality,
one could assume that activation operates via negative emotional
reactions, such as anger or outrage, consistent with evidence on
negativity bias in news coverage (48, 49) and moral contagion on
social media (50, 51).

If individual i is not one of the information samplers that
round, individual i responds based on the activity of individual
i ’s social neighbors: Individual i becomes active only if the frac-
tion of neighbors that are active exceeds individual i ’s threshold.
This dynamic classically characterizes complex contagions and
information cascades (30, 52, 53). Thus, when relying on social
information, an individual’s behavior can be described by

xi =

{
1 if φi >θi
0 if φi ≤ θi ,

[2]

where φi =
∑

aij xj/
∑

aij is the fraction of i ’s neighbors in the
active state. Once an individual reacts and becomes active (i.e.,
xi = 1), the individual remains in the active state for the rest
of the round. This follows the method of node behavioral state
change commonly used in cascade models (30), whereby individ-
uals who are swept in the cascade remain in that state for the rest
of the round. The response cascade(s) initiated by the informa-
tion samplers is (are) allowed to propagate through the system
until it reaches a steady state, i.e., until no additional behavioral
changes occur.

Network Adjustment. Once the cascade has reached a
steady state, individuals can adjust their social ties. This
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assumption—that network changes happen on a much slower
timescale than information diffusion—is consistent with
empirical data on social media dynamics (40, 54).

First, one active individual—i.e., an individual who was
involved in a cascade, including possibly one of the origi-
nal information samplers—is selected at random to check the
individual’s reaction against the individual’s own news source:
If the individual’s behavior was inconsistent with the signif-
icance level assigned by the individual’s own news source
(i.e., s ≤ θi but the individual overreacted due to social infor-
mation and became active), the individual randomly breaks
one social tie with a neighbor in the active state. The rea-
son for randomly choosing an active neighbor and breaking
a tie is that individuals have no other cue about their neigh-
bors: From the perspective of an individual who was caught
up in an undesirable cascade, all neighbors who are in the
active state had an undesirable response. If the focal individ-
ual’s reaction was consistent with the news source, nothing
happens. In particular, if the focal individual was one of the
round’s information samplers, then the reaction is correct by
default.

Finally, to prevent networks from irreversibly fragmenting as
a consequence of tie breaks, we keep the number of links in the
network constant: Specifically, if a tie is broken at the end of a

round, a new social tie is added between two randomly picked,
unconnected individuals. While this operation keeps the total
number of social ties in the network constant, any given individ-
ual’s social ties (and the individual’s position within the network)
will change dynamically over time.

Simulations. Each simulation of the model lasted T = 3.0× 106

rounds. We ran simulations across a range of possible informa-
tion ecosystems γ, and for each value of γ we ran 100 replicate
simulations. After each simulation, we assessed how group-level
information spread and individual-level information use changed
as a result of the network-breaking dynamics resulting from cas-
cades (see Materials and Methods for details and see SI Appendix,
Table S1 for parameter settings).

Results and Discussion
The Information Ecosystem Sorts Social Networks along Political
Lines. We find that information cascades cause social networks to
become increasingly politically sorted as the information ecosys-
tem becomes less correlated (Fig. 1A), i.e., as news sources
diverge in the significance they assign to the same story. Only
very highly correlated news coverage—that is, when news sources
almost always assign identical importance to the same story—
prevents sorting and keeps networks well mixed. Importantly,

B C

A

Fig. 1. Social networks become politically sorted when news sources are dissimilar in their coverage. Points in graphs represent the average of 100 sim-
ulations. (A) Mean political assortativity (± SD) of the final t = T social networks as a function of the information ecosystem. Insets show example final
networks from a single simulation. (B) The average net change in social ties to individuals of the same and the opposite ideology. (C) The average number
of ties that were present in the initial t = 0 social network and were broken over the course of the simulation.
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this political sorting occurs despite the fact that individuals do
not know each other’s political identity; instead, it is driven
entirely by individuals reacting to the behavior of their social
neighbors relative to the information that they can directly access
from their preferred news source. Since individuals tend to break
ties with others they see as acting out of sync with the real-
ity presented by their preferred news source, uncorrelated news
coverage quickly causes individuals to experience a net loss of
social ties with individuals of the different ideology (Fig. 1B),
who are reacting to a diverging news source. The resulting
increase in assortativity is thus driven by an increase in tie breaks
between individuals of different ideology (SI Appendix, Fig. S1)
and an increase in the persistence of ties between individuals
of the same ideology (SI Appendix, Fig. S1). Thus, although
new ties form randomly in our model, polarized information
ecosystems cause ties between individuals of the same political
identity to be more likely to persist, creating the appearance of
choice homophily—when people choose to connect to similar
individuals (55).

Choice homophily is often thought to drive political sorting
in networks. However, we find that incorporating a form of
choice homophily in our model—by allowing tie additions to be
made between two individuals who had the same reaction to the
news (see SI Appendix, Fig. S2 legend for details) rather than at
random—does not significantly change the emergent pattern of
political sorting (SI Appendix, Fig. S2A). This robustness check
confirms that tie breaking, rather than tie addition, is the main
driver of sorting in our model.

Another model modification that is worth exploring is the pos-
sibility for desensitization—individuals raising their thresholds
as a consequence of being swept up in unwanted cascades—in
addition to tie breaks. We find that desensitization still leads to
political sorting, albeit less pronounced (SI Appendix, Fig. S3).
This outcome owes to the fact that cascades become less impact-
ful faster, as individuals are increasingly unmoved by the news
and by the behavior of their neighbors.

Political Sorting Is Not Uniform across Individuals. The informa-
tion ecosystem also reorganizes social networks according to
individuals’ propensity to react to information.

To first understand how information cascades reorganize net-
works in the absence of partisan media coverage, we investigated
the scenario when news sources are perfectly identical in their
coverage (γ= 1) and therefore political identity does not mat-
ter. Under these conditions, networks remain politically well
mixed. Yet, highly reactive low-threshold individuals, who are
more likely to be caught up in cascades, sever ties until they
end up attached mostly to high-threshold individuals, thereby
decreasing the chance of erroneously being swept up in a cascade
(SI Appendix, Fig. S4). Meanwhile, high-threshold individuals
remain attached to individuals with a wide range of thresh-
old values, since high-threshold individuals are less likely to
be swept up in a cascade and therefore are more tolerant of
neighbors of varying reactivity. As a result of this dynamic, high-
threshold individuals end up with more social ties (i.e., a higher
degree) and a more central position in the network relative to
low-threshold individuals (Fig. 2).

When media coverage is partisan, the polarized informa-
tion ecosystem further reorganizes social networks according
to individuals’ propensity to react to information. When the
information ecosystem is increasingly polarized, high-threshold
individuals increasingly hold the network together by occu-
pying more central positions and retaining more social ties
in the emergent social network (Fig. 2). High-threshold indi-
viduals also tend to maintain more politically heterogeneous
social ties (i.e., less locally assortative). Thus, by virtue of
being less reactive to information, high-threshold individuals
give fewer reasons for neighbors to break ties with them and
hence maintain more politically diverse social ties, even in
increasingly assortative networks. However, in maintaining polit-
ically diverse social ties, high-threshold individuals also end up
attached to social neighbors that have high thresholds and are
therefore less reactive to information (SI Appendix, Fig. S4).
Conversely, low-threshold individuals end up with locally assor-
tative social networks, meaning that most or all of their social
ties are to people of the same political identity as themselves.
Thus, under uncorrelated information conditions, we see the
emergence of so-called politically homogeneous “echo cham-
bers,” populated primarily by highly reactive (i.e., low-threshold)
individuals.
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Fig. 2. As the information ecosystem becomes polarized, high-threshold individuals increasingly hold the social network together and bridge the ideological
divide, while low-threshold individuals increasingly become isolated in echo chambers. (A) Plots showing the relationship between an individual’s threshold
θi and the individual’s position in the final social network under different information ecosystems. Points are individuals across all 100 replicate simulations,
and lines are the Bayesian linear regression across all individuals in a particular information ecosystem. (B) Plot showing the regression coefficient for the
relationship between threshold and various network metrics. As the information ecosystem becomes polarized, there is an increasingly positive relationship
between an individual’s threshold value and the individual’s centrality or degree in the final network, while conversely there is an increasingly negative
relationship between threshold and local assortativity.
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Allowing tie additions to occur via choice homophily (details in
SI Appendix, Fig. S2 legend) rather than at random still leads to
the emergence of echo chambers that are primarily populated by
low-threshold individuals (SI Appendix, Fig. S2B). However, the
low-threshold individuals are a bit more well connected and a bit
more central than they would otherwise be in our model, albeit
still less so than the high-threshold individuals. Thus, choice
homophily can prevent very low-threshold individuals from being
too socially isolated and might provide insight into how highly
reactive individuals can gain a following online.

Polarized Networks Hinder Information Diffusion. Our model
allows us to explore how information diffusion—how far infor-
mation travels and whom it reaches—is impacted by the polit-
ically sorted network structure that emerges in polarized infor-
mation ecosystems. To this end, at the beginning and end of
every model simulation, we held the network structure con-
stant and initiated 10,000 cascades (see Materials and Methods
for details) to determine the difference between the initial
and the final network in 1) average cascade size (i.e., aver-
age number of individuals that become active from one initially
active individual) and 2) cascade bias (i.e., the degree to which
a given cascade is concentrated within one political identity
grouping).

Using this method, we found two main dynamics of infor-
mation diffusion. First, cascades become smaller with time,
regardless of the level of polarization of the information ecosys-
tem: As individuals adjust their ties to avoid overreacting (which,
as discussed above, happens even in a completely unpolarized
information landscape), fewer individuals end up reacting to
news stories and cascades shrink in size (Fig. 3A). Second,
we found that the polarization of the information ecosystem
causes cascades to become more biased (i.e., more concen-
trated within one political identity; Fig. 3B). Thus, in polarized
information ecosystems, circulation of news stories becomes con-
fined within an increasingly politically homogeneous segment
of society.

At the level of the individual, we found that cascade-driven
network adjustments lead individuals to avoid more news that
they would deem unimportant (i.e., false positives declined
to nearly zero) at the expense of missing out on impor-
tant news compared to the unadjusted network (Fig. 4A).
Thus, echo chambers may limit access to all sources of infor-
mation, including one’s preferred news source. However, in
our model, the pattern of decreased information diffusion is
not uniform across individuals, with the most reactive, low-
threshold individuals seeing the largest decrease in their false
positive rates and the largest increase in their false neg-
ative rates (Fig. 4B). Meanwhile, high-threshold individuals
see only modest changes in their behavior and information
access (Fig. 4C).

Twitter Users Lose More Cross-Ideology Ties When Following Polar-
ized News Outlets. To probe the prediction from our model that
a polarized information ecosystem results in a higher rate of
cross-ideology tie breaks (Fig. 1C), we conducted an observa-
tional study on the social media platform Twitter (SI Appendix,
SI Methods). We first chose four news outlets, two of which
would represent a high-correlation information ecosystem and
two of which would represent a low-correlation information
ecosystem. The high-correlation outlets—CBS News and USA
Today—are large, mainstream outlets known for factual news
reporting and thus likely to more closely represent balanced
coverage of a story. The low-correlation outlets—Vox and the
Washington Examiner—are outlets that offer more slant in their
content and thus would represent more noticeable deviations
from balanced coverage of a story, even as their ideological per-
spectives are not always explicit. Ideology estimates of 3,000
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Fig. 3. Cascades become smaller and more biased in all transformed net-
works, but uncorrelated news coverage causes cascades to be increasingly
concentrated within one ideological group. Points represent the average of
100 replicate simulations means, each calculated as the average value over
the 10,000 cascades in that network. (A) Average number of individuals that
participate in a cascade originating from one active individual, calculated as
the number of active individuals at the end of the round divided by the
number of initially active information samplers. (B) Average cascade bias,
with higher values indicating that cascades are increasingly composed of
mostly one political identity.

random followers of each of the news sources reveal that CBS
and USA Today have similar and ideologically balanced follower
networks, while Vox and the Washington Examiner skew more
liberal and conservative, respectively (Fig. 5A).

We then monitored the social ties of 1,000 followers of each
of the four news sources, focusing exclusively (per the model
setup) on liberal followers of CBS News and Vox and conserva-
tive followers of USA Today and the Washington Examiner (SI
Appendix, SI Methods). We pulled the complete follower net-
work of each of our 4,000 monitored users at the beginning and
end of a 6-wk period from August to September 2020, allow-
ing us to assess who unfollowed these users over this period of
time. Finally, using the initial follower networks of each mon-
itored user, we estimated the ideology of up to 50 random
followers to create a baseline for the ideological composition
of each user’s follower network (Fig. 5B). This allowed us to
set a baseline expectation for unfollows: If unfollows were ran-
dom, then the proportion of unfollows by opposite-ideology
users should match the proportion of followers that were of that
ideology.

The observational data from Twitter matched our model’s pre-
diction that users in low-correlation information ecosystems will
lose cross-ideology social ties at a higher rate (Fig. 5 C and D
and SI Appendix, Fig. S5). Followers of low-correlation news
outlets lost cross-ideology ties at a higher rate than one would
expect with random unfollowing (BF = 850.56, p(µ> 0) = 1.0;
t = 3.028, P = 0.002), while followers of high-correlation news
outlets lost cross-ideology ties at a rate that was not notably
different from random (BF = 3.4, p(µ> 0) = 0.78; t = 0.751,
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Fig. 4. Transformed social networks allow individuals to avoid reacting to unimportant news at the expense of missing out more often on important news.
Points represent the mean of 100 replicate simulations. (A) Relative to initially well-mixed random networks, the final social networks allow individuals to
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and C) Closer analysis reveals that most of this behavioral change occurs among (B) low-threshold individuals, while (C) high-threshold individuals see far
less drastic changes in behavior in the transformed social networks.

P = 0.453). We estimate that there is strong evidence, specifi-
cally a 94.0% chance (BF = 15.37; SI Appendix, Fig. S6), that
low-correlation news followers lost cross-ideology ties at a higher
rate than high-correlation news followers; however, this dif-
ference is not statistically significant according to conventional
frequentist standards (one-tailed t test, t = 1.55, P = 0.06).

Since the model predicts notable shifts in network struc-
ture when comparing highly correlated information ecosystems
against even slightly less correlated ones, we estimated the exact
position along the information correlation spectrum (i.e., the γ
value) for each of our four news sources using natural language
processing and the Associated Press as a correlation baseline (SI
Appendix, SI Methods). We confirm that USA Today and CBS
News are high-correlation news sources with estimated γ values
of 0.923 and 0.884, respectively, while the Washington Exam-
iner and Vox are less correlated, with γ values of 0.605 and
0.406, respectively (SI Appendix, Fig. S7). Interestingly, the ordi-
nal ranking of estimated γ among these news sources matches
the ordinal ranking of cross-ideology unfollows (Fig. 5D and SI
Appendix, Fig. S7). For example, the most uncorrelated news
source is Vox, and its followers experienced the highest rate
of cross-ideology unfollows. The most correlated news source
is USA Today, and its followers experienced the lowest rate
of cross-ideology unfollows. The pattern similarly holds for the
Washington Examiner and CBS News. Moreover, when we con-
sider the broader news diet of each of our monitored users—that
is, the mean ideological slant of all news sources that each user
follows on Twitter (SI Appendix, SI Methods)—we again cap-
ture the same ordinal ranking: The followers of Vox and the
Washington Examiner, who both had the highest rate of cross-
ideology unfollows, had the most left-leaning and right-leaning
media diets, respectively (SI Appendix, Fig. S8). Taken together,

the results of our observational study are consistent with our
model’s predictions that polarized information ecosystems can
lead social networks to sort along political lines.

Conclusion
Politically sorted networks are typically thought to emerge from
deliberate action in which users actively create ties with users
they know to share the same ideology (56–58) or actively avoid
ties with users they know to have opposing ideologies (59). While
observing each others’ political identities and intentionally form-
ing ties according to similarity are likely one of the drivers of
homophilous network formation patterns (60, 61), our results
show that knowledge of ideology is not a necessary condition for
politically sorted networks to emerge. Instead, the sorting can be
driven by individual reactions to a polarized information ecosys-
tem: Individuals who do not want to overreact to news events
that they would not deem important will unwittingly self-sort
to create politically homogeneous social environments. Twitter
data are broadly consistent with this main model prediction:
Users in our data who followed more polarized news outlets lost
cross-ideology social ties at a rate higher than chance, suggest-
ing that they are self-sorting into more politically homogenous
social networks.∗ Our results, therefore, complement alternative
explanations for social network polarization and are especially
relevant when the ability to observe identity signals does not
guarantee accurate perceptions (62). More broadly, by demon-
strating that the structure of the information ecosystem can
shape society in its image, our results show how deep-seated

*Although our estimated effect size is small, this is consistent with a low base rate of
unfollowing, which research shows is far less common than social tie formation (40).
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Fig. 5. Observational study on Twitter of networks of news followers
reveals that individuals who follow low-correlation (i.e., more partisan)
news outlets lose cross-ideology followers at a faster rate than expected
by random chance. (A) Ideological distribution of 12,000 random follow-
ers of the two high-correlation and two low-correlation news outlets. (B)
Plot showing the ideology of the 4,000 monitored news followers and the
frequency of conservative users in each of their follow networks. The posi-
tive relationship shows evidence of ideologically sorted networks on Twitter.
(C) The estimated average relative frequency of cross-ideology unfollows
(±90% credible interval) broken out by information ecosystem. Positive val-
ues indicate that cross-ideology unfollows are happening at a rate higher
than one would expect with random unfollowing. (D) The estimated aver-
age relative frequency of cross-ideology unfollows (±90% credible interval)
broken out by news outlet.

institutional polarization can propagate to the mass level, pro-
viding a link between patterns of polarization at the micro- and
macrolevels.

Further investigation of how this emergent sorting influences
the flow of information reveals an alternative perspective on why
politically sorted networks are problematic. The most common
existing perspectives view politically sorted networks either as
echo chambers—in which individuals are vulnerable to confir-
mation bias via repeated amplification of the same ideas (59,
63)—or as “epistemic bubbles”—in which individuals are pre-
vented from being exposed to cross-ideological content and to
a broader range of viewpoints (64). Unexpectedly, our results
stand in contrast to both of these viewpoints. We find that
individuals in politically sorted networks are able to avoid the
amplification of news that they deem unimportant but at the
cost of missing out on news that they deem important, i.e., news
from their preferred news source. In other words, we highlight
an underappreciated consequence of echo chambers: They might
silence more than they echo.

Political sorting was not uniform but was instead concentrated
among the lowest-threshold individuals, who were most likely to
be caught up in a cascade and therefore have the opportunity to
adjust their social networks. If thresholds are a good proxy for
sensitivity to or interest in news—as some have argued based on
observations that individuals who are highly interested in news
and politics are also more likely to share articles online (65)—
then our findings are consistent with empirical research showing
echo chambers to be made up primarily of individuals who are

highly interested in news and politics (21, 22, 66–68). By sorting
the lowest-threshold individuals into echo chambers, a polarized
media landscape can indirectly facilitate the further polarization
of opinions and entrenchment of political identities that come
from interacting with like-minded individuals (56, 69, 70). As a
result, low-threshold individuals are the most likely to develop
extreme political opinions; but, in light of our finding that echo
chambers can be silencers, low-threshold individuals are also
the most vulnerable to being less informed than they think
they are (71).

Our findings suggest an underexplored consequence of the rise
of online misinformation or “fake news”: Rather than creating
false beliefs, the power of misinformation may lie more specif-
ically in further isolating consumers of misinformation from
the broader society. Since the topics and emphasis of misinfor-
mation will often be highly dissimilar from mainstream news
coverage, users who heavily consume misinformation will be in
an uncorrelated (or perhaps even anticorrelated) information
ecosystem relative to individuals who consume only mainstream
media. Thus, consistent with analyses of fake news diffusion on
Twitter (72), our model predicts a sorting of social networks
between those who do and those who do not regularly con-
sume misinformation. If misinformation in the United States is
not evenly consumed across the political spectrum but is instead
concentrated among right-leaning users (73, 74), misinforma-
tion alone—even without obvious political cues—might further
exacerbate social separation between liberals and conservatives.

Finally, our results can serve as a benchmark for studying the
consequences of platform-specific affordances and algorithms
that have been identified as culprits in society’s growing polariza-
tion (75). Social-matching algorithms could reinforce the politi-
cal sorting predicted in our model by connecting similar individ-
uals, for instance (76). The reinforcing potential of algorithms
may be especially pronounced in situations of attention scarcity
(77): For example, even though limited attention is predicted to
decrease cascades (78) and therefore political sorting, technolog-
ical attempts to maximize this limited attention via preference-
driven ranking algorithms—presenting users with tailored,
seemingly high-importance information (79)—might have the
opposite effect. Such personalized news feeds would decrease
the correlation of the media ecosystem overall and, according
to our model, exacerbate political sorting. Our approach can
be extended in this way to make counterfactual predictions by
simulating the effect of additional elements of complexity, such
as algorithms, as well as potential policy changes. By employ-
ing the tools of computational social science, we demonstrate
the potential for interdisciplinary collaboration to shed light on
the impacts of modern communication technology on collective
behavior (38).

Materials and Methods
Assessing Information Diffusion in Networks. For each simulated network,
we ran 10,000 cascades on the initial and final network while holding net-
work ties constant (i.e., we forgo the network-adjusting step of the model).
By then comparing the cascades on the initial network against cascades on
the final network, we could assess how cascade-driven network adjustments
are altering information spread.

To assess how many individuals became active from one individual react-
ing to the news, average cascade size was then calculated by dividing total
cascade activity by the number of initially active individuals. To assess the
degree to which news was spread exclusively among one type of individual,
cascade bias was calculated as the absolute difference in the proportion of
a cascade that was made up of individuals of one type or the other, i.e.,
|XL−XR|/X, where XL and XR are the number of active individuals of type
L and type R, respectively.

To monitor individual-level information use, we compared the behavior
of individuals with their threshold and their respective new source. This
allowed us to assess which proportion of messages that an individual would
want to receive (i.e., s>θi) were effectively received and followed (i.e.,
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xi = 1). We could call this a true positive case from the perspective of the
individual. Similarly, we could ask how many times individuals acted on a
false positive; that is, they acted on a message they would not have other-
wise deemed important (i.e., s≤ θi). We could similarly assess instances of
true negatives and false negatives for each individual.

In all of the above metrics, to create an average across all 100 simulated
networks of a given information ecosystem γ, we 1) averaged the 10,000
cascades for each simulated network and then 2) calculated the average of
these 100 within-network averages.

Measuring Network Structure. To measure the general connectivity of an
individual, we calculated the individual’s degree, which is simply the num-
ber of social ties possessed by an individual. Larger numbers indicate that
an individual is attached to more people.

To measure the prominence of an individual, we calculated the individ-
ual’s centrality using eigenvector centrality, which measures the general
position of a node by accounting for the individual’s direct and indirect
connections in the overall network (80). Higher values indicate that an
individual occupies a prominent, central position in the network, meaning
that the individual is connected to many different portions of the social
network.

To measure the overall degree of political sorting, we calculated assor-
tativity, which is the tendency of nodes to attach to other nodes that are

similar in trait (i.e., political identity) (81). This metric takes values in the
range [−1, 1], with positive values indicating that individuals tend to be
attached to others of the same ideology and negative values indicating that
individuals tend to be attached to others of different ideologies. Typically,
assortativity provides a global measurement at the level of the entire social
network, but we also calculated local assortativity to measure the degree to
which individuals are embedded in politically homogeneous neighborhoods
in the social network (82). When calculating the neighborhood size for local
assortativity, we used α= 0.5, which is midway between calculating local
assortativity for only immediate social connections (α= 0) and calculating
global assortativity (α= 1) (see ref. 82 for more details).

Data Availability. Code and simulation data have been deposited in Github
(https://github.com/christokita/information-cascades) (83). Data from the
observational study has been deposited in Zenodo (https://doi.org/10.5281/
zenodo.5277188) (84).
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